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a b s t r a c t

Plug-in electric vehicles (PEVs) shift energy consumption from petroleum to electricity for the personal
transportation sector. This work proposes a decentralized charging protocol for PEVs with grid operators
updating the cost signal. Each PEV calculates its own optimal charging profile only once based on the cost
signal, after it is plugged in, and sends the result back to the grid operators. Grid operators only need to
aggregate charging profiles and update the load and cost. The existing PEV characteristics, national
household travel survey (NHTS), California Independent System Operator (CAISO) demand, and estimates
for future renewable generation in California are used to simulate PEV operation, PEV charging profiles,
grid demand, and grid net load (demand minus renewable). Results show the proposed protocol has
good performance for overnight net load valley filling if the costs to be minimized are proportional to the
net load. Annual results are shown in terms of overnight load variation and comparisons are made with
grid level valley filling results. Further, a target load can be approached in the same manner by using the
gap between current load and the target load as the cost. The communication effort involved is quite
modest.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

Plug-in hybrid electric vehicles (PHEVs) and battery electric
vehicles (BEVs) are typically classified under the category of plug-in
electric vehicles (PEVs) [1]. PEVs have drawn interest from gov-
ernment, automakers, and the public due to the potential to reduce
fossil fuel consumption, tailpipe emissions, overall greenhouse gas
emissions, and operating cost [2]. A variety of research papers have
evaluated PEV benefits quantitatively [3e6]. The California
Advanced Clean Cars programsmandates 1.4 million zero-emission
and PHEVs in California by 2025 [7]. However, a consensus has been
reached that one of the hurdles for large deployment (or accep-
tance) of PEVs is the shortage of charging infrastructure or electric
S. Samuelsen).
vehicle supply equipment (EVSE) [8,9]. The state and local gov-
ernments, as well as automakers, have shown interest in building a
sufficient charging network. Previous work has presented analysis
of the allocation of charging infrastructure [4,9]. There, it is shown
that with large PEV penetration, even with a reliable charging
network, the majority of the charging activities occur at home with
the current PEV characteristics and charging rates, due to the cheap
night time residential electricity and the long dwelling time
needed. Furthermore, charging time strategy has been showed to
have the most significant impact on charging cost reduction and
overall grid operation. Here we focus on the details of coordinating
PEV charging, at home, with the electric grid.

The electricity demand and generation of the grid have to be
balanced at all times to assure operational stability. Charging PEVs
increases the electric demand and has the potential to change the
demand curve, if PEV penetration becomes significant. The time
needed to charge PEVs, for most travel demands, is less than the

mailto:gss@apep.uci.edu
mailto:gss@uci.edu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jpowsour.2014.04.078&domain=pdf
www.sciencedirect.com/science/journal/03787753
http://www.elsevier.com/locate/jpowsour
http://dx.doi.org/10.1016/j.jpowsour.2014.04.078
http://dx.doi.org/10.1016/j.jpowsour.2014.04.078
http://dx.doi.org/10.1016/j.jpowsour.2014.04.078


Notation

ti time slot i in the 48-h window, e.g., 12 ame1 am, 1 am
e2 am,., 11 pme12 am

i time slot number, e.g., 1,2,., 48
Dt time slot duration, e.g. 60 min (1 h)
DtnðtiÞ plugged in time in time slot i for vehicle n, known
n PEV number
tan home arrival time after the last trip for PEV n
E(ti) electric demand
D(ti) electric net load
xn(ti) charging energy at each time slot for vehicle n, decision

variable
rn(ti) maximum charging energy at each time slot for vehicle

n, known

L(ti) final load with PEVs charging
Tk time when cost is updated
Vk vehicle number when cost updated
Tstep time interval for cost function updating
Vstep vehicle number interval for cost function updating
k kth step to update cost function
sk(ti) aggregated charging profile for step k
Ck(ti) cost function for charging at step k
R(ti) maximum overall charging power at each time slot,

known
X(ti) overall charging load at each time slot, decision

variable
TL(ti) target load
TCk(ti) cost function for charging at step k with target load
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dwelling time overnight. Unlike day time charging, overnight
charging can be flexible and can be managed so that, aggregated
with overall demand, it results in lower generation cost and
emissions. Generally, constant (or flat) demand curves are consid-
ered beneficial for cost and environmental consideration [10].
Typically, wind and solar generation are treated as negative de-
mand since the power cannot be controlled in the same way as
other forms of generation. So the net load, total demand minus
renewable generation, is targeted to be flat or at least slowly
varying. The problem can be simply stated as obtaining a charging
pattern so that the final net load curve has the least variation over
an extended time horizon, given an original net load curve from the
grid and the total charging demand for numerous PEVs.

It has become clear that if there is a significant penetration of
PEVs, some form of “smart” or scheduled charging protocol will be
needed. The power requirement of a large number of PEVs at peak
or near peak times can lead to significant challenges in cost, de-
livery through grid, and even in generation and ramping capacities.
This has led to several approaches to address this problem.
Generally, the main goal is to schedule and shift the charging de-
mand of the PEVs to the late evening and very early morning when
the overall demand is the lowest. These are often called ‘valley
filling’ approaches since they are aimed at leveling the overall de-
mand to reduce the need for shutting down and restarting of large
power plants. Of course, depending on specific, and relatively un-
certain, costs associated with ramping and other considerations, it
is possible that valley filling is not the optimal solution. For
example, results in Ref. [11] show that under certain combinations
of level 2 charging, station penetration, and costs assigned to ramp
rates, etc., one can design a more desirable (e.g., less costly)
charging profile, though how such a global plan can be realized is
unclear. Here, we focus on the decentralized approach to address
this challenge, as centralized approaches are difficult to implement
and unlikely to be accepted.

Among the decentralized approaches that have appeared
recently, paper [12] first solves a centralized optimization problem
that takes into account costs associated with CO2 generation and/or
other economic and environmental costs. Based on the obtained
average charging power, it then develops an algorithm that yields a
decentralized implementation. Papers [13,14] use non-cooperative
game concepts to develop a global valley filling protocol, under the
assumption that all BEVs have similar state of charge (SOC) and
other properties, and are plugged in at the same time. Paper [15]
removes the homogeneity assumption and allows varied SOC,
max charge rate, etc. The approaches in Refs. [13e15] are aimed at
solving the global valley filling problem through a decentralized,
and iterative, approach. In each iteration, a ‘price’ structure is
communicated to the fleet of PEVs, so that each vehicle can develop
an optimal (with respect to the broadcasted cost) charging profile.
These profiles are sent back to the central communication node or
the grid operator (e.g., the ISO e Independent System Operator),
who will aggregate the total demand, based on the individual
profiles, and broadcast a new price. Under relatively minor as-
sumptions, the algorithms have convergence proofs. While the
results are quite impressive, there are some challenges. Both
techniques require the total number of PEVs be available for
participation in the iterations needed in the optimization ([15] has
results for the asynchronous case as well). Such an iterative
approach might require significant communication if the number
of vehicles is large. More crucially, these techniques do not ensure
each PEV is charging at the maximum charging rate, which is how
PEVs are currently charged. Ref. [16] attempts to address the last
concern by relying on a stochastic approach in which the start of
the charging period is the decision variable in the optimization
problem, given the charging rate and SOC e which yields the
charging duration. Under mild assumptions, the proposed iterative
algorithm converges with probability one. Papers [17] and [18]
propose decentralized charging controls for PHEV to avoid trans-
former overloading, but cannot fill the overnight demand valley.
Paper [19] utilizes system-wide or nodal price for PHEV in the
distribution network, however, it requires non-convex optimiza-
tion solving technique.

In this paper, we focus on the similar problemwith somewhat a
different tack. We propose two approaches that ensure charging
occurs at the maximum power, as is required with the current
charging technology (1.44 kW for level 1 and 3.3 kW for level 2
EVSE), and the partial charging rate will lead to efficiency drop of
the converter [20]. As a key contribution, we attempt to minimize
the amount of communication needed between the large fleet of
PEVs and grid operator and do not require availability of all PEVs for
initiating the charging time assignments. Similar to other ap-
proaches, it can be modified to address excessive ramp rates or
possible intermittent renewable sources (with some reasonable
prediction window).

The basic approach can be summarized as follows. We use a cost
schedule that reflects the desirable ‘valley’ or ‘valleys’ for the PEVs
to charge (by assigning low costs to such periods). This is shared
with individual vehicles, each solving a simple linear program to
identify the periods for charging (at peak power), which will be the
lowest ‘cost’ e and overall demand e periods. The solution is then
sent back to grid operator for updating the charge structure. Note
that this is not an iterative technique e there is only one set of data



Table 1
Simulation parameters for PHEVs and BEVs.

Vehicle
type

MPG kWh/mi
(DC)

All-electric
range
(miles)

Efficiency from
grid to battery

AC charging
power (kW)

PHEVs 40 0.34 40 0.85 3.3
BEVs N/A 0.31 60 0.85 3.3
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transmitted each way, once. The approach uses the natural flow of
PEVs in and out of the overnight (or valley) period, plus an enforced
queue, and lets each vehicle sign up for a specific time period for
charging. By controlling the queue (and thus the rate of commu-
nication), one can ensure the lowest cost periods (grid level valleys)
are filled without solving the global valley filling problem directly.

1.1. NHTS

The vehicle travel behavior data used in this paper are derived
from the 2009 National Household Travel Survey (NHTS) [21].
Several processing steps were required in order to prepare the data.
In particular, data for California were selected, trips occurring
without a personally owned vehicle were deleted, person-chain
data were converted to vehicle-chain data, daily trips data with
unlinked destinations or significant over-speed were deleted, and
tours were organized into home based daily tours (first trip from
home, last trip to home) [9]. A total of 20,295 vehicles were selected
covering 83,005 single trips, with an average of 7.85 miles per trip
and 32.13 miles per vehicle, per day.

Fig. 1 shows the histogram of the last home arrival time of the
day, with 15 min (0.25 h) intervals for all those 20,295 vehicles. The
peak arrivals occur in the late afternoon with almost 800 vehicles
for the data set, which is around 4% of the total vehicles for this
interval (around 17:00). The accumulation curve shows by 20:00,
80% vehicles have arrived and will stay until the next morning.

Fig. 1 also shows when vehicles leave home for the first trip of
the day and the peak occurs in the early morning at around 7:00, by
which time, 80% of vehicles have not left. Combinedwith the arrival
time, shown in the ‘Plugged in’ curve, 80% of vehicles can be co-
ordinated with the grid at home for almost half of the day, from
20:00 to 7:00 in the next day. So this time period is considered to be
the most effective coordinating window between PEVs and grid.

1.2. Vehicle information

Similar to other research [11e16], this study focuses on the gird
impact of macro scale of vehicle behavior where the detailed
physical vehicle model was not considered; instead a parameter-
ized vehicle operation and charging model was used. Table 1 shows
vehicle parameters used in this study which were all derived from
Fig. 1. Vehicles home departure and arrival ti
current production vehicles [22]. Gasoline price is assumed to be
high enough throughout this work in order to ensure PHEVs use
electricity first rather than gasoline. To simulate the future scenario,
this work uses a 10% penetration of all passenger cars (PC) and light
duty trucks (around 2.1 million PEVs in California) [23]. So the
scaling factor from NHTS data to more than 2 million PEVs will be
around 100.

1.3. Renewables and net load

The electricity sector in many countries and states have targets
for meeting increasing fractions of their load demand with
renewable resources to promote a shift towards a low-carbon, low-
pollutant emission grid mix [10]. In California, the target is to
provide 33% of all retail sales of electricity from renewable re-
sources by the year 2020. Other states in the U.S. also aim to reach
similar goals to some extent.

Fig. 2 shows the electric demand E(ti) and net load D(ti) based on
wind and solar installed capacities at around 30% renewable
penetration in terms of hourly resolved and monthly averaged
signals. Those capacities were specified by California Public Utilities
Commission (CPUC) [24]. It is well known that the demand has a
diurnal pattern with a valley hours after midnight. The same
pattern also can be observed for the net load for most of the days.
However, as shown from day 98e99 and day 108e109, additional
large peaks and valleys may also exist, in particular the relatively
large valley in the afternoon. Ideally, the aggregated PEV charging
profile can be used to smooth this curve as much as possible so the
final load is met with lower cost and/or emissions.

To fulfill this goal, in the rest of this paper, the optimization of
valley filling from the grid perspective will be first introduced to
provide a reference solution. And it will introduce the mechanism
me distribution and charging availability.
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Fig. 2. Hourly resolved electric demand and net load for ten days (left) and on a monthly average basis (right).
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of optimal charging from the perspective of each individual PEV as
well as the protocol to update the cost function broadcast by the
grid operator to achieve the optimality at the grid scale. Addition-
ally, the year-long results will be shown and compared to the
original net load and the results from grid level valley filling. Finally,
a modified protocol will be introduced for the final load to approach
a pre-defined target load whichmay not only be the solution of grid
level valley filling.
2. Grid level valley filling

As mentioned earlier, the grid favors certain types of load
curves, independent of the behavior of individual PEVs. Valley
filling is thus a strong preference, in which ideal valley filling is to
solve a convex optimization problem with the constraints on total
energy consumption of PEVs. The optimization details can be
formatted as follows.

min
X
i

ðDðtiÞ þ XðtiÞÞ2 (1)

Subject to

Dt �
X
i

XðtiÞ ¼ B ¼
X
n

bn (2)
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where X(ti) is the overall charging power at each time slot ti, and B is
the total charging energy of all PEVs for a whole day, which is
considered to be known, which the summation of the charging
energy bn for individual PEV. This problem format or the corre-
sponding result has been seen in papers [11,13,15,25]. The well-
known solution is the following

XðtiÞ ¼ ðl� DðtiÞÞþ ¼ maxfðl� DðtiÞÞ;0g

X
i

ðl� DðtiÞÞþ ¼ B (3)

where l is the height to which that the valley is filled.
However, unless all vehicles are plugged in for the whole time

horizon, this solution ignores an important constraint associated
with the overall charging power: the ideal valley filling result is not
feasible if there are not enough PEVs plugged-in for a specific time
slot according to the PEV charging availability shown in Fig. 1.
Similarly, In Refs. [11], a Charge Flexibility Constraint (CFC), is added
to consider the overall charging power constraint, as well. However,
the Charge Flexibility Constraint indicates a sharp decrease on the
maximum charging power (plugged in PEVs) from 1:00 to 6:00,
which is quite different than Fig.1. In this time period,most PEVs are
at home, thus the maximum charging power should be relatively
flat. Here, Fig. 1 is used to derive an additional constraint shown in
Equation (4) to provide an upper bound on the overall charging
36 42 48 54 60 66 72
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power, depicted by the black line marked with the cross sign in
Fig. 3. Essentially, R(ti) is the product of the amount of plugged in
PEVs and the individual charging power (3.3 kW in this study). This
constraint is independent from the electric load curve and in reality
can be derived fromhistorical plug-in and plug-out data. As contrast
to the ideal valley filling without a power limit, the combination of
(1) (2) (4) can be defined as constrained valley filling.

XðtiÞ � RðtiÞ (4)

Fig. 3 shows an example of the optimal solutions for both cases
on the net loads from day 97 to day 99 (hour 0 to hour 72). It is
assumed that only the PEVs that arrive in Day 97 and 98 count. Day
98 is not a typical day since the largest valley does not occur
overnight but in the early afternoon (at hour 39 on the graph). The
ideal valley filling result, the dotted line, requires more vehicles
than are actually plugged in between hours 36e40 (i.e. arrived and
plugged in). For another period from hour 1 to hour 4 on the graph,
when there is not a single PEV since no vehicle has arrived, the ideal
valley filling draws power from the grid as well. When the
inequality constraint in Equation (4) which is represented by the
black curvemarkedwith the cross sign at the bottom of the figure is
used, no power flows to PEVs before hour 6. And, the deepest valley
from hour 36 to 42 ends up being filled only partially, as shown by
the solid line. Although the situation of having the biggest valley in
the afternoon may not happen often, it underlines the point that
the ability of PEVs to alter electric load significantly may be
somewhat limited to the overnight period. Although constraint (4)
considers PEV availability, it is most restrictive in the early after-
noon periods. During late night periods, with some of the PEVs fully
charged, the real available PEV number becomes smaller than that
of plugged in PEVs. Thus, during these periods, (4) overestimates
the limit and is not a restrictive constraint. Fig. 3 also shows the
result from the immediate charging as a benchmark, depicted by
the dashed line. It increases the peaking load by 2 GW for day 97
and day 98, indicating the necessity of the coordinated charging
control, such as the valley filling approach.

Naturally, a perfect valley filling solution from (1) (2) (4) may
not be achievable depending on the specific shape of the net load,
the availability of the PEVs, and the individual level charge needs. A
complete global valley filling solution would require a problem
with decision variables on the order of the PEV population, while
the ideal valley filling requires a number that is on the order of time
slots (as it solves the aggregate charge at each time slot). As a
compromise, in this work, the optimal solution of the constrained
valley filling, i.e., (1) (2) (4), is considered the reference profile. For
simplicity, the constrained valley filling will be called valley filing in
the rest of this paper.
3. Protocol of individual PEV charging and cost updating

The charging profile of individual PEVs is trivial compared to
the grid load and only the aggregated profile has to be considered.
In a decentralized scheme, every vehicle makes the best decision
for its own, in terms of the overall electricity cost available to it.
This section will introduce the mechanism of optimal charging for
single PEVs as well as the protocol to update the cost function
broadcast by the grid operator to achieve the optimality at the grid
scale, to the extent possible (given the constraint on PEV avail-
ability). After that, a one-day result will be shown at different
updating frequencies. Then, the communication effort will be
evaluated to verify the feasibility of the proposed protocol. Finally,
the year-long results will be demonstrated and compared to the
original net load and the results from valley filling formatted in
the previous section.
3.1. Individual PEV charging

The initial charging strategy used for individual PEVs is similar
to that in Ref. [9], except that here we are focused on overnight (at
home) period. In summary, given charging vehicle demand (i.e.
energy), charging constraints (i.e. plugged in time window and
charging power limits), charging cost (i.e. price of electricity, as
provided by grid operator), each PEV finds the optimal way to
charge such that its individual cost can be minimized, as shown
below.

Problem formulation

1. Decision variables:

The SOC increase (or electricity recharged) of the PEV n for each
time slot ti given by xn(ti).

2. Cost function:
The summation of the total charging cost is given by:X

i

CðtiÞ � xnðtiÞ (5)

where C(ti) is the cost per kWh (DC) during the time ti, derived from
the electricity cost provided by grid operator.

3. Constraints:
1) The total energy charges during the home dwelling period

should match the consumed energy during the day (known
and fixed):X
i

xnðtiÞ ¼ bn (6)

2) The lower bound on xn(ti) is zero and for the upper bound, it
is the product of the charging power at home pn(ti) (3.3 kW),
plugged in DtnðtiÞ time for charging in each time slot DtnðtiÞ;
and charging efficiency h (0.85).
0 � xnðtiÞ � rnðtiÞ ¼ pnðtiÞ � DtnðtiÞ � h (7)

If a PEV arrives home at 17:30 and leaves at 7:45 next day, and the
time slot duration Dt is 1 h (60 min), then the plugged in time for
charging from 17:00 to 18:00,Dtðt18Þ; is 0.5 and the plugged in time
for charging from 7:00 to 8:00 in the next day, Dtðt32Þ; is 0.75.

4. Assumptions on the variables:
1) The span of plugged in time for each vehicle is fixed by the

NTHS data. That is, each PEV controller knows the time for
the first trip the next day.

2) The electricity cost is not exactly the same in any two time
intervals, i.e., C(ti) values are distinct.

3) The charging power and AC to DC efficiency are assumed to
be a constant and known.
3.1.1. Charging profile
The key is the price made available to each PEV. At specific in-

stants (e.g., every 30min or after every 10,000 cars have ‘registered’
for the night), the grid operator sends the recently arrived vehicles
a price profile C(ti). We start with the simplest option: C(ti) is simply
the electricity net load (i.e. demand minus renewable) D(ti). In re-
ality, the cost must have different values at different times.
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Since the cost for a specific time slot is different than any other,
optimizing the cost function in (5) above will choose the lowest
point to charge and then jump to the second lowest one with the
maximum charging power until the SOC reaches 100%. In this
sense, the unrealistic partial rate charging [11e15] can be avoided.
Indeed, there can be at most one partial charge time period, which
means the charging stops partly through that period (e.g., 15 min
into the a 60 min period). The detailed proof is shown in the
Appendix.

Fig. 4, lower panel, shows charging profiles for two PEVs by
assuming the charging cost on the top pane, which is obtained from
the net load from day 98 to day 99. The two PEVs arrive home at
5:15 and 16:40, respectively. So PEV 1 decides to charge from 12:00
to 16:00 and late in the evening to guarantee full charge. For PEV 2,
the lowest cost available occurs overnight so it decides to charge
then with charging turned off for about 10 min, due to the small
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Fig. 5. Update cost function every 24 h with PHEV40 charging at 3.3 kW.
‘bump’ in price around 3 a.m. Note that this process does not pre-
vent intermittent charging profiles, which can happen if the
apparent cost to the PEV has multiple local (and similar in depth)
peaks and valleys.

The intermittent charging is considered to be a milder charging
condition compared to continuous charging. In this pattern, battery
temperature will be lower which has less impact on degradation,
since temperature is the leading factor for degradation [26e28].
Similarly, intermittency will allow the converter and other elec-
tronics to cool down. If continuous charging has to be guaranteed,
an alternative algorithm can be the following: 1), each PEV calcu-
lates its required charging time at arrival; 2), depending on the
departure time in the next day, the PEV finds out all the feasible
continuous charging windows (i.e. charging starting points); 3),
according to the electricity cost broadcast, the PEV does a simple
line search to determine the optimal charging window (i.e.
charging starting point). Assuming a continuous window that ac-
commodates the needed charge exists, it is easy to see that the
algorithm leads to a continuous block.

Finally, note that the communication between grid operator and
PEV is quite modest: one set of prices from grid operator, one set of
charging values for PEV, once.

3.2. Cost updating

Given that individual PEVs choose the lowest cost periods, the
question becomes how to control/update the cost function such
that the aggregated charging profile can be close to the optimum
for grid operation. Intuitively, a simple approach would be based on
a cost C(ti), where the original net load curveD(ti) can be used as the
cost directly, as shown in the previous section. The basic scenario
for cost updating is that the grid operator provides the net load
forecast D(ti) each day and all PEVs will respond to the same signal.

Fig. 5 shows the final result if the same net load is shared with
the total population of PHEV40 (40 miles all electric range) for a
typical day. The charging load exhibits a large peak at 2:00 (26:00
on the graph) where the original net load has its minima. The in-
cremental load is over 7 GWand lasts a short time. In this sense, the
new peak will expose a significant extra burden on the grid.

As shown in the introduction, the PEVs arrival time is well
distributed so the new peak above was built up through a relatively
long time (more than half day) by the individual decisions made at
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Fig. 7. Update cost function every 6 h (left) and 4 h (right).
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different times. A potential solution to lower the peak is for the grid
operator to change the cost function periodically so that PEVs
gradually fill the valleys in the updated cost function and avoid
charging at the new peak. This process can be treated as a natural
valley filling.

Given that a 3.3 kW maximum load for one PEV is trivial
compared to the entire grid load, the updating of the cost can be
accomplished such that a number of vehicles can register, obtain
prices, select charging times and communicate the results with grid
operator. A typical time interval Tstep, or a set number of PEVs Vstep,
or a set amount of the net load change in a timewindow (e.g., 23:00
to 6:00 in the next day) can be used to trigger the updating. Below,
the protocol’s details and results will be shown based on the first
two methods.

1. Updating the cost function
At each updating instant, the cost function is updated by

adding the aggregated PEV charging profiles to the previous cost
function.
CkðtiÞ ¼ Ck�1ðtiÞ þ sk�1ðtiÞ; C0ðtiÞ ¼ DðtiÞ (8)

2. Profile aggregating
As discussed before, we study the mechanism for updating

the cost: fixed time internals and fixed number of vehicles.
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Fig. 8. Update cost func
a. If fixed time interval is chosen, all of the individual profiles,
generated from the PEVs that have arrival time, tan, in the
interval ½Tk�1; TkÞ are aggregated.

X .

sk�1ðtiÞ ¼

n
xnðtiÞ hcn s:t: Tk�1 � tan < Tk (9)
Tk ¼ Tk�1 þ Tstep; T0 ¼ 4 am (10)

b. If the fixed PEVs amount is chosen, each aggregation takes
place with the interval of vehicle number(Vk�1, Vk).

X .

sk�1ðtiÞ ¼

n
xnðtiÞ hcn s:t: Vk�1 < n < Vk (11)
Vk ¼ Vk�1 þ Vstep; V0 ¼ 0 (12)

In either case, it is important to limit the number of PEVs that
will be aggregated between two cost broadcasts such that the load
increment is small enough to accomplish smoothing of the overall
load profile. This can be precisely controlled by Tstep or Vstep. In
Section 3.3, the tradeoff between more frequent (more communi-
cation) and less frequent (less smooth load profile) updates will be
discussed.
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Fig. 10. Continuous charging with cost updated every 30 min for 3.3 kW (left) and 6.6 kW (right) charging power.
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Fig. 9. Update cost function every 10,000 PHEVs.
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3.3. Protocol results and analysis

3.3.1. One-day results
Fig. 6 shows the results where Tstep is 720 min (12 h). The

increment of the net load can be divided into two parts by the line
marked with the star sign, the one before 16:00 and the one after.
Thus, the line shows the cost received by all the PEVs which arrive
after 16:00, while the solid line was the cost received by those
arriving before 16:00. As expected, the first one has the same trend
as observed in Fig. 5 and the second fills the two valleys to two
smaller peaks, depicted by the thick line.

Fig. 7 shows the resutls when Tstep are 360 and 240 min (6 h and
4 h) respectively. Each curve shows the load profile (cost function)
updated at the corresponding time shown in the legend. First, the
final net load with PEV protocol becomes smoother with a
decreased Tstep. Second, the difference between two costs
Ck(ti) � Ck�1(ti) is small at the beginning which gets larger and
eventually gets small again. This pattern is due to the distribution of
the vehicles arrival times in Fig. 1. With the same time interval,
Table 2
One-day communication effort of the proposed protocol.

Result type Update method Max arrival
(PEVs per 15 min)

Analytical
(N, population)

Fixed time (Tstep) 4% � N
Fixed PEVs (Vstep) 4% � N

Example
(Tstep ¼ 30 min,

Vstep ¼ 100,000,
N ¼ 2.1 million)

Fixed time (Tstep) 84,000
Fixed PEVs (Vstep) 84,000
fewer PEVs arrive home in the morning and the late evening while
more PEVs arrive home in the late afternoon and early evening.
That is why curves indicating costs are denser at the bottom and
top, and less dense (i.e. larger change in each step) in the middle.
Near the end of the process, i.e., very late evening, fewer PEV ar-
rivals help smooth the demand curve.

As shown in Fig. 8, when Tstep is reduced to 30 min the final
curve is quite flat. The detailed examination on the right hand side
indicates the variation of the curve is less than 200MW from 23:00
to 4:00 in the next day. Thus, generators, especially load followers,
can have a more steady operating condition overnight.

Another observation is the creation, and later filling, of new
peaks and valleys in the cost function curve in successive steps. This
is rather intuitive for this strategy. For example, all PEVs arrived
between 16:00 and 16:30 are given the same cost function. They
will optimize their own cost, i.e. they will try to be on where the
cost is lowest. After updating, the new cost would be higher at
those time slots and PEVs arriving between 16:30 and 17:00 will try
to avoid charging at those time slots.
Min time interval to
update (minute)

Max PEVs aggregated
in one update

Update times
per day

Tstep 4% � N/15 � Tstep 1440/Tstep
Vstep/(4% � N/15) Vstep N/Vstep

30 167,000 48
18 100,000 21
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The fixed number of PEVs can also be used for triggering the
updating of the cost (see Fig. 9) when it is preferred to control the
variation of the cost in each step. Because the charging power is
fixed to be 3.3 kW, themaximum change between Ck(ti) and Ck�1(ti)
is limited by the product of charging power and the PEVs number
Vstep. In this approach, the grid operator develops a queue, as PEVs
arrive, and after each Vstep vehicles, the cost is updated and shared
with the next Vstep vehicles. In the example shown here, Vstep is set
to be 100,000 such that the maximum change on the cost can be
limited to 330 MW step by step. Fig. 9 shows the results in com-
parison with the first method. The final variation lies within a
250 MW window from 23:00 to 4:00 in the next day. The cost
function increment is more consistent and limited by 300 MW as
expected in the analysis above.

As discussed earlier, continuous charging can also be guaranteed
by changing the algorithm to a simple line search of the charging
start point for individual PEVs. The rest of the protocol can remain
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Fig. 12. Histogram of the maximum consecutive time with load varying less than
300 MW.
the samewhere costs are updated by Tstep or Vstep. Fig. 10 shows the
results of continuous charging with costs updated every 30 min, as
a comparison to the results of the main protocol with intermittent
charging in Fig. 9. It can be observed that the final net load with
PEVs is smooth, though not as flat as the one with intermittent
charging. There exists a bump in the middle of the overnight valley.
This is due to the fact that the average charging time is over 3 h, for
3.3 kW power. Forcing continuous charging inevitably leads to a
sizable number if PEVs having overlapping charging time, resulting
in the shape seen in Fig. 10. Higher charging power would mitigate
this issue. On the right hand side of Fig. 10, the results are shown
with 6.6 kW charging power. As expected, the final load with PEVs
is as flat as the intermittent 3.3 kW charging in Fig. 8. However,
6.6 kW charging is not likely to be popular at least in the near future
because it increases the component cost, makes the distribution
network less stable, and has minimal benefits in reducing the
operating cost [9,29e31].
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Fig. 13. Final load of the original PEVs protocol for day 108 to day 109 and loads at
different times.
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3.3.2. Communication effort
For the proposed protocol, either intermittent or continuous

charging, each PEV receives the load curve (cost function), calcu-
lates its profile, and transmits the results one time, while the grid
operator needs to receive all of the individual profiles in the set
before updating. So the calculation effort is decentralized to indi-
vidual PEVs while the receiving and aggregating efforts are on the
grid operator, proportional to the PEVs population N. In Table 2, the
amount of individual profiles received in a step and the frequency
that the cost is updated are evaluated at the largest communication
burden. To obtain the results shown in Fig. 8, the cost is updated 48
times per day and no more than 167,000 PEV profiles are trans-
mitted in 30 min. As for the results in Fig. 9, the minimum updating
interval is 18 min.
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Fig. 15. Results from modified protocol without prioritizing by using the valley filling
solution as the target.
Compared to methods in many existing publications [12e15],
the calculation and communication efforts offer advantages as: 1)
one linear optimization calculated and one profile transmitted at
the PEV side without any global information; 2) no more than 10%
of profiles are aggregated in 30 min at the operator side; 3) the cost
is updated no more than 50 times per day at the operator side; 4)
further, PEVs do not have to wait until a specific time to participate,
which increases the potential to change the net load in late
morning and afternoon.

3.3.3. Annual results
To understand the performance of the protocol for different net

load curves, the same PEV charging requirements repeated each
day with 30 min for Tstep has been implemented in the simulations
for the whole year. As a reference, the valley filling technique has
been conducted separately. Fig. 11 is the snapshot of the results
from day 105 to day 120. The charging profiles from two methods
are depicted at the bottom by the dotted and dashed lines. The line
marked with the cross sign shows the upper bound of the charging
power, and the dashed and thick lines exhibit the final load with
PEV charging.

The two charging profiles (i.e., valley filling and the protocol
suggested here) are very close to each other especially when there
is only one deep valley overnight. The correlation coefficient of the
two profiles is 0.98 and the two resulting final loads exhibit less
than 0.02% difference on the objective function in Equation (1). The
only obvious difference occurs when there is another relatively
deep valley in the afternoon as shown in the results from day 108e
109 or day 113e114. In that case, the valley filling provides a result
with two valleys filled up close to the same level while the pro-
posed protocol does not fill the first valley in the afternoon and fills
the overnight valley to a higher level. The main reason for that is
the overnight valley is relatively deep, leading to a smaller cost
function value so that PEVs participating in the protocol at the early
steps will choose to charge overnight. When it is filled to a higher
level than the afternoon, time has passed the first valley and the
rest of the PEVs can still only choose overnight to charge. It needs to
be noted that none of the existing research has addressed this since
they require that most PEVs arrived home to initiate the protocol,
often quite late in the day, e.g. midnight. Naturally, the afternoon
valley cannot be filled in practice. However, for the proposed pro-
tocol in this work, one possible solution is to come up with a final
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Fig. 17. Two sets of Results from modified protocol with time slots 11:00 to 18:00 prioritized by using the solution of ramp rate reducing as the target.
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net load curve (e.g., the valley filling results) as a target to approach
and prioritize the afternoon valley by changing the cost function.
The details for this approach are discussed in Section 4.

Another important aspect, to evaluate the performance of the
proposed protocol, is the final net load variations for each night.
First, a maximum variation of the final load curve is defined (e.g.,
300 MW). Second, the length of the consecutive time window
that meets this bound is found for every night of the year. This
window indicates for how long the balancing generators can
operate at a relatively constant condition. Fig. 12 is the distribu-
tion of the width of this time window by setting the maximum
variation to 300 MW. For most of the nights, the window width is
above 7e8 h and there is only one night with a 5-h window and
21 days with a 6-h window. The widest window reaches up to
13e14 h. The widely spread distribution is due to the variety of
the original net loads for different nights, shown in Fig. 11. A
narrower and deeper net load valley tends to have a shorter
consecutive time of flat net demand, as day 118 shows, while a
wider valley is likely to have a longer consecutive time of flat
demand as day 119 shows.

In summary, in the proposed protocol, each PEV calculates its
own optimal profile based on the broadcast cost function which is
updated frequently. The charging load of PEVs can fill the overnight
valley, often to a flat final net load curve. A valley in the afternoon
imposes difficulty, however, as it lies outside of the most effective
charging zone, from 20:00 to 7:00 in the next day, when a large
number of PEVs are plugged in.

4. Modified protocol for target load following

When there exists a relatively large valley (or multiple valleys)
in the afternoon due to large solar/wind generation (or intermittent
solar/wind generation), it leads to the following potential scenario:
power plants have to ramp up and down quickly to meet this
particular load, increasing cost and generating more emissions or,
alternatively, some of the solar/wind power is curtailed. It is
therefore preferable to fill or smooth the afternoon valley(s). As
shown in the left pane of Fig. 13, the original protocol is not aimed
at accomplishing this task and does not fill the first valley at all. As
discussed in the Section 3.3.3 (Annual Results), this is due to the fact
min
P
i
ðTLðtiþ1Þ � TLðtiÞÞ2 ¼ min

P
i
ððDðtiþ1Þ þ Xðtiþ1ÞÞ � ðDðtiÞ þ X

s:t:

(
Dt �P

i
XðtiÞ ¼ B ¼ P

n
bn

XðtiÞ � RðtiÞ
that overnight valley is more attractive than the afternoon one at
the beginning. By the time the overnight valley is filled to the same
level as the afternoon one, it is too late for enough PEVs to fill the
first one. In order to fill the first valley, or more precisely, to
approach a target load which the grid operator favors, here a
modified version is built as follows: 1) grid operators define a target
load by considering constraints at the grid level; 2) the cost
broadcast is changed to be the current load minus the target load;
3) when appropriate, scaling is used to adjust the new cost function
to ensure the desired overall charging profile. The local optimiza-
tions of individual PEVs along with the communication scheme
remain the same as before. These steps will be described in detail
below, followed by daily results.
4.1. Modified protocol

For the first step, a target load curvewith PEVs charging, TL(ti) is
the summation of the known net load and the overall PEV charging
load X(ti), which is unknown but bounded according to Equation (2)
and inequality (4).

TLðtiÞ ¼ DðtiÞ þ XðtiÞ
s:t:

(
Dt �P

i
XðtiÞ ¼ B ¼ P

n
bn

XðtiÞ � RðtiÞ
(13)

One example for the target load is to use the solution of valley
filling, formed by (1) (2) (4). The solution is depicted by the
dashed line in Fig. 14. Another example for the target load is
the solution of ramp rate reduction, which is aimed at smoothing
the final load for generation cost reduction [11]. In this study, the
objective function for ramp rate reduction is shown in Equation
(14), which minimizes the sum of squares of ramp rates between
two consecutive time slots. The total energy and maximum power
constraints associated with X(ti), in Equation (2) and (4), remain
the same. The ramp rate problem consisting of (14), (2) and (4), is
also a convex optimization problem and solvers, such as CVX and
Quadratic Programming in MATLAB, can provide a solution fast
and reliably. The solution to this problem is depicted by the
dotted line in Fig. 14.
ðtiÞÞÞ2

(14)
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For the second step, at each time or vehicle interval, the cost
function is modified by subtracting the target load from the cost
function defined in Section 3.2. (i.e., the costs shown in Figs. 8 and
9). This modification, see Equation (15), results in a cost function
that is essentially the gap between the current load and the target
load. The current load is updated by receiving and aggregating PEV
charging profiles sk(ti) in each step exactly the same way as before
while the target load is fixed. Fig. 14 also shows the initial modified
cost functions for the two target loads when no PEV has arrived.

TCkðtiÞ ¼ CkðtiÞ � TLðtiÞ
CkðtiÞ ¼ Ck�1ðtiÞ þ sk�1ðtiÞ; C0ðtiÞ ¼ DðtiÞ (15)

Generally, the modified cost function can be non-positive if the
current load is less than the target level. The wider this gap in some
time slots, the more attractive it is for the PEVs to charge. By the
analysis shown in the Appendix, PEVs will choose the lowest cost
periods, which leads initially to late night time slots due to the
largest gap between the two curves. As joining PEVs select these
time slots, the gap becomes small and the magnitude reaches the
same as the ones in the afternoon, PEVs will then choose to charge
at the first gap. However, by then there might not be enough PEVs
available to fill the first gap, as the results show in Fig. 15. It is
exactly the same reason that the original protocol is not able to fill
the afternoon valley in Fig. 13. Thus, an additional step of modifying
the cost is needed to guarantee the afternoon gap is filled first.

For the third step, in order to prioritize the afternoon time slots,
G; grid operator can artificially scale the costs to be more attractive
than those overnight. Equation (16) shows the formulation of the
modified cost PCk(ti), that will be broadcast to PEVs, along with
some requirements.

PCkðtiÞ ¼ TCkðtiÞPðtiÞ
PðtiÞ ¼ 1cti;G; PðtiÞ > 1cti˛G
PCkðtiÞ < PCk

�
tj
�
c
�
TCkðtiÞ < 0; ti˛G; tj;G

�
PCkðtiÞ < PCkðtiþ1ÞcfTCkðtiÞ < 0; ti˛G; tiþ1˛Gg

(16)

The scaling vector, P(ti), has to be larger than one when ti be-
longs to G; the time slots that are to be prioritized, which is 11:00 to
18:00 in the example; it can be equal to one for the rest of the time
slots. Second, from 11:00 to 18:00, the scaling values need to be
greater than the ratio between the depth of the overnight gap and
the depth of the afternoon gap, such that the afternoon gap is filled
first. The scalar must be large enough that it produces lower costs in
that window, even as the afternoon gap is partially filled. Third, for
the first gap, from 11:00 to 18:00, the same problem discussed
earlier can exist, that early PEVs will fill the deepest point, at
around 15:00, and only then the rest of the gap. When the number
of PEVs is small, there is a possibility that sufficient PEVs are not
available to fill the early part of the gap. P(ti), therefore, should
ensure the modified function PCk(ti) has a more negative value for
the earlier time slots in the prioritized window G: In other words,
PCk(ti) has to have a positive slope in terms of ti if the target has not
been reached. The last line in Equation (16) is the condition
required to guarantee that the gap at the earlier time slots will be
filled first by the PEVs. The precise values of P(ti) were manually
tuned here, through a few trials, having the value on the order of
10E6 for 11:00 and 10E3 for 18:00, and gradually decreasing
exponentially.
4.2. Results and analysis

In this section, two sets of final results will be shown. First,
following the above example in Fig. 15, the solution of valley filling
will be used as the target load. Second, the same modified protocol
will be applied on the other target, the solution of ramp rate
reducing.

4.2.1. Valley filling as target
Fig. 16 shows the final load from the modified protocol with

11:00 to 18:00 prioritized. Due to the prioritizing, the gap in the
small valleys is more negative than those of overnight valley,
steering early arriving PEVs to toward the smaller valleys. As these
are filled, or their different with the target becomes small, the
updated cost function directs the PEVs to the overnight valley.

However, it ended up not filling the gap completely for the time
slot 15:00 to 16:00. The reason is that the target load in the example
is not feasible to achieve due to the small number of PEVs available.
Note that the solution, in the dashed line, does not violate the
maximum power constraint, but this constraint does not capture
the actual challenge: some of the PEVs are already fully charged, so
they are not able to take any more charge.

4.2.2. Ramp rate reducing as target
In Fig. 17, two 48-h net loads are shown with the left one the

same as in the previous example and with the right one having
multiple small valleys throughout the day. The big afternoon valley
on the left pane implies substantial solar/wind generation during
the day time while the two small valleys on the right pane indicate
varying solar/wind generation. Compared to the example above,
only the target load is changed in order to have the minimum ramp
rate. The final loads with modified PEV protocol approached the
targets very well. For the example on the left, the maximum dif-
ference from the target load is only 200 MW with only one
exception at the time slot from 15:00 to 16:00. That difference is
around 400MWand due to the same reason mentioned before that
the target is not feasible to achieve. As for the example on the right,
this issue does not exist so the difference between final load and
target is examined to be smaller than 200 MW for all time slots.

In summary, by slightly changing the cost function broadcast
and prioritizing the time slots during the day time, the final load
with PEVs can be controlled to approach a target load. To form an
achievable target, grid operators need to estimate the overall
charging energy in (2), maximum charging power at each time slot
in (4), and other possible constraints not included here. This
modified protocol extended the capability of PEVs to change the
grid load from valley filling to target load following.

5. Discussion

The results presented in this work often lead to Intermittent
charging. As discussed in Refs. [11,32,33], there is little evidence
that intermittent charging is undesirable, indeed the avoidance of
excess heating due to continuous charging over a long period, could
be an important benefit. Nevertheless, if continuous charging has to
be guaranteed, individual PEVs can first estimate the required
charging time and then perform a line search to understand the
optimal starting point such that charging cost can be minimized.
The rest of the protocol for cost updating will remain the same. For
the overnight valley filling, this will show a very similar result
compared to intermittent charging, but have a small bump in the
middle of the valley. But if charging power is doubled to 6.6 kW, the
flat valley filling overnight can also be achieved.

The actual charging power for a specific PEV depends on its SOC.
Generally, the maximum constant charging power is sustained
before the SOC reaches 80%e90% and lower charging power is
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applied until fully charged. In this study the algorithm to calculate
individual charging profile does not consider the SOC dependent
charging profile, but assumes maximum power can be applied all
the time. However, a simple change on the algorithm can accom-
plish different charging profiles. For continuous charging, PEVs can
estimate the SOC dependent charging profile, implement the line
search to determine the charging starting point, and send back this
profile. For intermittent charging, PEVs can overestimate the
charging energy, implement the linear optimization to determine
charging profile with constant power, tailor the end of the charging
profile as the battery specifies, and send back the final profile. For
the grid operator, the protocol to aggregate PEV profiles and update
the cost function does not change at all.

Wind/solar power is subject to intermittency and difficult to
predict [34e37]. If the forecast net load changes after most PEVs
have arrived and committed, it is unlikely that any simple protocol
can ensure a flat final load. In this case, a possible solution is to
reschedule a certain number of PEVs. The rescheduling would
require an accurate forecast of the renewable power, coupled with
some ranking and identifying PEVs with flexibility to be re-
scheduled. Such an approach would require significant extra
communication and is beyond the scope of this paper, which is
focused on simple protocols with minimal communication.

The issue of the actual cost of energy, charged to the customer,
by the utility is also not investigated. If the protocol is focused on
overnight charging, a low uniform pricing policy is likely, though
secondary valleys (reflecting intermittent renewables) may lead to
more complex pricing models. Another issue, not directly
addressed, is possible distribution constraints, particularly for the
residential transformer, given that the data used reflect statewide
numbers. The concept here can be used in relatively small networks
and grids, with little to nomodifications. Finally, we do not consider
vehicle-to-grid (V2G) operation. While theoretically, the optimi-
zation can be modified to accommodate negative charging, such an
option would entail a variety of new constraints and conditions
(e.g., regarding grid stability, etc.) that are well beyond the scope of
this work, as well as near term possible technologies.
6. Conclusions

Realistic electric demand from CAISO for 2005 and solar and
wind power under 30% renewable penetration assumptions were
used to generate the net load profile for the state of California. The
2009 National Household Travel Survey data and parameterized
PEVs operating and charging model were used to simulate the
charging demand and constraints with 2.1 million PEVs (10%
penetration). Optimization on the aggregated profile was formed in
terms of valley filling and ramp rate reducing. Optimization on
individual PEV charging was formed, as well, for the objective of
minimizing charging cost. Two methods on cost function updating
were performed along with results for both daily and annual basis.
The proposed protocol in this work shows a promising result in
terms of overnight valley filling and target load approaching. Based
on the data, model and results above, the following conclusions can
be drawn:

1. At the demonstrated renewable penetration, the net load curve
shows the biggest valley almost every night. The most effective
time for charging is the window from 20:00 to 7:00 in the next
day, corresponding to the availability of 80% of the total number
of vehicles. With significant PEV market penetration (10%)
shown in this work, coordination between individual PEVs and
the grid has to be made to avoid additional and prohibitively
expensive peak power periods.
2. Using grid load directly as the cost function and updating it
frequently enough, by either a fixed time interval or vehicle
amount, will lead to a flat final net load overnight for a relatively
large time window. Updating the cost function every 30 min
results in less than 300 MW variations on the final load during
more than 7 h, for 90% of the days in a year. Also, the correlation
of the aggregated charging loads from grid level valley filling
and the proposed protocol is greater than 0.98.

3. The computation and communication efforts required by the
proposed protocol are more modest than the existing works
which require, potentially a large number of, iterations. Each
PEV needs to compute its charge profile only once, performing a
simple linear optimization problem. It also needs to send the
charging profile back to the grid operator, where individual
profiles are aggregated and loads are updated periodically.

4. Using the gap between the current load and final target load as
the modified cost function and prioritizing the earlier time slots
if necessary, a desired target net load can be approached similar
to overnight valley filling.
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Appendix

Here we present the main properties of the optimization algo-
rithm in (5)e(7). Each PEV will minimize its costs associated the
following cost function.X

CðtiÞxðtiÞ
Subject to8<

:
P

xðtiÞ ¼ b
xðtiÞ � 0

xðtiÞ � rðtiÞ
The Lagrangian is

L ¼ CTx� n
�X

xðtiÞ � b
�
� lTxþ mT ðx� rÞ

Applying the standard approach, KTT condition (which are both
necessary and sufficient due to convexity)

vL

vx
¼ CðtiÞ � n� lðtiÞ þ mðtiÞ ¼ 0

n
�X

xðtiÞ � b
�

¼ 0

lðtiÞxðtiÞ ¼ 0

mðtiÞðxðtiÞ � rðtiÞÞ ¼ 0

From

lðtiÞxðtiÞ ¼ 0/lðtiÞ ¼ 0 or xðtiÞ ¼ 0

Since we are only interested in charging time, we consider

xðtiÞs0

Then
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lðtiÞ ¼ 0

Then the KTT conditions become to

8<
:

CðtiÞ � nþ mðtiÞ ¼ 0
nðP xðtiÞ � bÞ ¼ 0

mðtiÞðxðtiÞ � rðtiÞÞ ¼ 0

If

mðtiÞs0/xðtiÞ ¼ rðtiÞ

i.e., charging at maximum power. If

mðtiÞ ¼ 0/xðtiÞcan be different than rðtiÞ but CðtiÞ ¼ n

So the KTT condition shows either x(ti) ¼ r(ti) or C(ti) ¼ n.
If C(ti)’s are distinct, then m(ti) ¼ 0 is possible for one time slot

only, since there is only one n.
This shows that all other xðtiÞ’s are at maximum value with

possible exception of 1.
Claim: assuming distinct prices for each time slot, the algorithm

above picks the lowest cost time slots. Furthermore, the partial
time slot has the highest price among time slots used (but lower
than those not used).

Proof: We start with the first part of the claim. We use the
following notation for the charging and non-charging time slots,
respectively

Ic ¼ �
jjx�tj�s0

�

Inc ¼
n
j’jx

�
tj’
�

¼ 0
o

From the main property of the optimization in (6)e(8), for all
j˛Ic; we have x(tj) ¼ r(tj) except at most one; i.e., maximum charge
in all time slots with at most one partial charge.

Now assume there exists some j’˛Inc such that Cðtj’ Þ < CðtkÞ for
some k˛Ic; i.e., one of the time slots with no charge has lower price
than at least one of the charging times slots. Then consider the
following:

C
�
tj’
�
εþ CðtkÞðxðtkÞ � εÞ ¼

h
C
�
tj’
�
� CðtkÞ

i
ε

þ CðtkÞxðtkÞ < CðtkÞxðtkÞ

i.e., shifting the charging to the tj’ time slot reduces the cost, which
is not possible as it contradicts the optimality of the solution. This
shows the optimized solution picks the lowest cost time slots.

For the last part of the claim, we follow the same logic: suppose
tj was associated with partial charging, i.e., x(tj) < r(tj). Suppose
there exist tk such that C(tj) < C(tk) and x(tk) ¼ r(tk). Clearly, there
exists ε > 0 small enough such that

�
0 < x

�
tj
�þ ε � r

�
tj
�

0 � xðtkÞ � ε < rðtkÞ
Similar to above, we note that

C
�
tj
��
x
�
tj
�þ ε

�þ CðtkÞðxðtkÞ � εÞ
¼ 	

C
�
tj
�� CðtkÞ



εþ C

�
tj
�
x
�
tj
�þ CðtkÞxðtkÞ

< C
�
tj
�
x
�
tj
�þ CðtkÞxðtkÞ

which means shifting from tk to tj reduces the cost, which contra-
dicts optimality of the solution, implying that C(tj) > C(tk) for all
fksjjk˛Icg:.
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